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WHAT IS BBMRI-ERIC?

▶ One of largest European RIs for medical research
spans 20 member states + IARC
federated biobanks and other resources across members states
makes biological samples & medical/health data more FAIR
(findable, accessible, interoperable, reusable)
while also compliant to
privacy protection regulations
facilitates adoption of quality procedures to
improve reproducibility of medical research

Holub P. ⋅ Sharing of Research Data in Academic Environments ⋅ Senate of the Czech Republic, Prague, 2019 2 / 15



SPECIFICS OF PERSONAL RESEARCH DATA

▶ What it is: personal data used for research purposes
health, genetic, geo-location (for exposure), …

▶ What makes research data specific?
many things are completely different compared to personal data
processing for other purposes
research is typically multi-center/international
research needs to be verifiable and reproducible
pressure on publishing research data as FAIR or open
need to store data in research infrastructures: quality-assured data
made available for reuse
even industrial research now considers data sharing/pooling: dealing
with mounting costs of collecting high-quality data
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RESEARCH DATA IN CZ UNDER GDPR

▶ All the public Czech universities teamed up to develop joint
recommendations how to deal with research data under GDPR

https://doi.org/10.5281/zenodo.2532860
goal was to utilize flexibility given by the GDPR
for research purposes (e.g., where
informed consent is not needed) – i.e.,
GDPR perceived beneficial
procedural recommendations (e.g.,
event handling)
being updated now after adoption
of national GDPR implementation –
minor updates only
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SHARING DATA FROM CLINICAL TRIALS

▶ Ohmann, Christian, et al. ”Sharing and reuse of individual
participant data from clinical trials: principles and
recommendations.”

https://bmjopen.bmj.com/content/7/12/e018647.abstract
outcome of CORBEL project
10 principles and 50 recommendations
consent management
protection of trial participants
data standards, rights, types and
management of access
data management and repositories,
discoverability, and metadata
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USING PERSONAL OR ANONYMIZED DATA?

▶ Pseudonymized data is personal data
identifier(s) of a pseudonym is replaced by a pseudonym

▶ Anonymized data is non-personal data
anonymization is not a perfect process (nothing like perfectly
anonymized while still userful exists)
anonymization is about finding balance between damage of the data
and privacy protection
best known anonymization technique – differential privacy – was
questioned by WP29 (→ EDPB)
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USING PERSONAL OR ANONYMIZED DATA?

▶ For medical research it is almost always better to work with
pseudonymized data

one typically has or can obtain a legal basis – justified interest or
informed consent
possible effect caused by data damage are highly undesirable and
helps with reproducibility
pseudonymized data allows dealing with incidental findings
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USING PERSONAL OR ANONYMIZED DATA?
Compromise of utility vs. privacy1
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Figure 1: Mortality risk (relative to current clinical practice)
for, and VKORC1 genotype disclosure risk of, ε-differentially
private linear regression (LR) used for warfarin dosing (over
five values of ε , curves are interpolated). Dashed lines corre-
spond to non-private linear regression.

Model inversion. We study the degree to which these
models leak sensitive information about patient geno-
type, which would pose a danger to genomic privacy. To
do so, we investigate model inversion attacks in which
an adversary, given a model trained to predict a specific
variable, uses it to make predictions of unintended (sensi-
tive) attributes used as input to the model (i.e., an attack
on the privacy of attributes). Such attacks seek to take
advantage of correlation between the target, unknown at-
tributes (in our case, demographic information) and the
model output (warfarin dosage). A priori it is unclear
whether a model contains enough exploitable informa-
tion about these correlations to mount an inversion at-
tack, and it is easy to come up with examples of models
for which attackers will not succeed.

We show, however, that warfarin models do pose a
privacy risk (Section 3). To do so, we provide a gen-
eral model inversion algorithm that is optimal in the
sense that it minimizes the attacker’s expected mispre-
diction rate given the available information. We find that
when one knows a target patient’s background and stable
dosage, their genetic markers are predicted with signifi-
cantly better accuracy (up to 22% better) than guessing
based on marginal distributions. In fact, it does almost as
well as regression models specifically trained to predict
these markers (only ˜5% worse), suggesting that model
inversion can be nearly as effective as learning in an
“ideal” setting. Lastly, the inverted model performs mea-
surably better for members of the training cohort than
others (yielding an increased 4% accuracy) indicating a
leak of information specifically about those patients.

Role of differential privacy. Differential privacy (DP)
is a popular framework for designing statistical release
mechanisms, and is often proposed as a solution to pri-
vacy concerns in medical settings [10, 12, 45, 47]. DP is
parameterized by a value ε (sometimes referred to as the

privacy budget), and a DP mechanism guarantees that the
likelihood of producing any particular output from an in-
put cannot vary by more than a factor of eε for “similar”
inputs differing in only one subject.

Following this definition in our setting, DP guaran-
tees protection against attempts to infer whether a subject
was included in the training set used to derive a machine
learning model. It does not explicitly aim to protect at-
tribute privacy, which is the target of our model inversion
attacks. However, others have motivated or designed DP
mechanisms with the goal of ensuring the privacy of pa-
tients’ diseases [15], features on users’ social network
profiles [33], and website visits in network traces [38]—
all of which relate to attribute privacy. Furthermore, re-
cent theoretical work [24] has shown that in some set-
tings, including certain applications of linear regression,
incorporating noise into query results preserves attribute
privacy. This led us to ask: can genomic privacy benefit
from the application of DP mechanisms in our setting?

To answer this question, we performed the first end-
to-end evaluation of DP in a medical application (Sec-
tion 5). We employ two recent algorithms on the IWPC
dataset: the functional mechanism of Zhang et al. [47]
for producing private linear regression models, and Vin-
terbo’s privacy-preserving projected histograms [44] for
producing differentially-private synthetic datasets, over
which regression models can be trained. These algo-
rithms represent the current state-of-the-art in DP mech-
anisms for their respective models, with performance re-
ported by the authors that exceeds previous DP mecha-
nisms designed for similar tasks.

On one end of our evaluation, we apply a model in-
verter to quantify the amount of information leaked about
patient genetic markers by ε-DP versions of the IWPC
model. On the other end, we quantify the impact of
ε on patient outcomes, performing simulated clinical
trials via techniques widely used in the medical litera-
ture [4, 14, 18, 19]. Our main results, a subset of which
are shown in Figure 1, show a clear trade-off between
patient outcomes and privacy:

• “Small ε”-DP protects genomic privacy: Even though
DP was not specifically designed to protect attribute
privacy, we found that for sufficiently small ε (≤ 1),
genetic markers cannot be accurately predicted (see the
line labeled “Disclosure, private LR” in Figure 1), and
there is no discernible difference between the model
inverter’s performance on the training and validation
sets. However, this effect quickly vanishes as ε in-
creases, where genotype is predicted with up to 58%
accuracy (0.76 AUCROC). This is significantly (22%)
better than the 36% accuracy one achieves without the
models, and not far below (5%) the “best possible” per-
formance of a non-private regression model trained to
predict the same genotype using IWPC data.
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Figure 1: Mortality risk (relative to current clinical practice)
for, and VKORC1 genotype disclosure risk of, ε-differentially
private linear regression (LR) used for warfarin dosing (over
five values of ε , curves are interpolated). Dashed lines corre-
spond to non-private linear regression.

Model inversion. We study the degree to which these
models leak sensitive information about patient geno-
type, which would pose a danger to genomic privacy. To
do so, we investigate model inversion attacks in which
an adversary, given a model trained to predict a specific
variable, uses it to make predictions of unintended (sensi-
tive) attributes used as input to the model (i.e., an attack
on the privacy of attributes). Such attacks seek to take
advantage of correlation between the target, unknown at-
tributes (in our case, demographic information) and the
model output (warfarin dosage). A priori it is unclear
whether a model contains enough exploitable informa-
tion about these correlations to mount an inversion at-
tack, and it is easy to come up with examples of models
for which attackers will not succeed.

We show, however, that warfarin models do pose a
privacy risk (Section 3). To do so, we provide a gen-
eral model inversion algorithm that is optimal in the
sense that it minimizes the attacker’s expected mispre-
diction rate given the available information. We find that
when one knows a target patient’s background and stable
dosage, their genetic markers are predicted with signifi-
cantly better accuracy (up to 22% better) than guessing
based on marginal distributions. In fact, it does almost as
well as regression models specifically trained to predict
these markers (only ˜5% worse), suggesting that model
inversion can be nearly as effective as learning in an
“ideal” setting. Lastly, the inverted model performs mea-
surably better for members of the training cohort than
others (yielding an increased 4% accuracy) indicating a
leak of information specifically about those patients.

Role of differential privacy. Differential privacy (DP)
is a popular framework for designing statistical release
mechanisms, and is often proposed as a solution to pri-
vacy concerns in medical settings [10, 12, 45, 47]. DP is
parameterized by a value ε (sometimes referred to as the

privacy budget), and a DP mechanism guarantees that the
likelihood of producing any particular output from an in-
put cannot vary by more than a factor of eε for “similar”
inputs differing in only one subject.

Following this definition in our setting, DP guaran-
tees protection against attempts to infer whether a subject
was included in the training set used to derive a machine
learning model. It does not explicitly aim to protect at-
tribute privacy, which is the target of our model inversion
attacks. However, others have motivated or designed DP
mechanisms with the goal of ensuring the privacy of pa-
tients’ diseases [15], features on users’ social network
profiles [33], and website visits in network traces [38]—
all of which relate to attribute privacy. Furthermore, re-
cent theoretical work [24] has shown that in some set-
tings, including certain applications of linear regression,
incorporating noise into query results preserves attribute
privacy. This led us to ask: can genomic privacy benefit
from the application of DP mechanisms in our setting?

To answer this question, we performed the first end-
to-end evaluation of DP in a medical application (Sec-
tion 5). We employ two recent algorithms on the IWPC
dataset: the functional mechanism of Zhang et al. [47]
for producing private linear regression models, and Vin-
terbo’s privacy-preserving projected histograms [44] for
producing differentially-private synthetic datasets, over
which regression models can be trained. These algo-
rithms represent the current state-of-the-art in DP mech-
anisms for their respective models, with performance re-
ported by the authors that exceeds previous DP mecha-
nisms designed for similar tasks.

On one end of our evaluation, we apply a model in-
verter to quantify the amount of information leaked about
patient genetic markers by ε-DP versions of the IWPC
model. On the other end, we quantify the impact of
ε on patient outcomes, performing simulated clinical
trials via techniques widely used in the medical litera-
ture [4, 14, 18, 19]. Our main results, a subset of which
are shown in Figure 1, show a clear trade-off between
patient outcomes and privacy:

• “Small ε”-DP protects genomic privacy: Even though
DP was not specifically designed to protect attribute
privacy, we found that for sufficiently small ε (≤ 1),
genetic markers cannot be accurately predicted (see the
line labeled “Disclosure, private LR” in Figure 1), and
there is no discernible difference between the model
inverter’s performance on the training and validation
sets. However, this effect quickly vanishes as ε in-
creases, where genotype is predicted with up to 58%
accuracy (0.76 AUCROC). This is significantly (22%)
better than the 36% accuracy one achieves without the
models, and not far below (5%) the “best possible” per-
formance of a non-private regression model trained to
predict the same genotype using IWPC data.

2

1 Fredrikson, M., Lantz, E., Jha, S., Lin, S., Page, D., & Ristenpart, T. (2014). Privacy in Pharmacogenetics: An End-to-End Case
Study of Personalized Warfarin Dosing. Proceedings of the ... USENIX Security Symposium. UNIX Security Symposium, 2014,
17–32. Retrieved from http://www.biostat.wisc.edu/ page/WarfarinUsenix2014.pdf
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Figure 1: Mortality risk (relative to current clinical practice)
for, and VKORC1 genotype disclosure risk of, ε-differentially
private linear regression (LR) used for warfarin dosing (over
five values of ε , curves are interpolated). Dashed lines corre-
spond to non-private linear regression.

Model inversion. We study the degree to which these
models leak sensitive information about patient geno-
type, which would pose a danger to genomic privacy. To
do so, we investigate model inversion attacks in which
an adversary, given a model trained to predict a specific
variable, uses it to make predictions of unintended (sensi-
tive) attributes used as input to the model (i.e., an attack
on the privacy of attributes). Such attacks seek to take
advantage of correlation between the target, unknown at-
tributes (in our case, demographic information) and the
model output (warfarin dosage). A priori it is unclear
whether a model contains enough exploitable informa-
tion about these correlations to mount an inversion at-
tack, and it is easy to come up with examples of models
for which attackers will not succeed.

We show, however, that warfarin models do pose a
privacy risk (Section 3). To do so, we provide a gen-
eral model inversion algorithm that is optimal in the
sense that it minimizes the attacker’s expected mispre-
diction rate given the available information. We find that
when one knows a target patient’s background and stable
dosage, their genetic markers are predicted with signifi-
cantly better accuracy (up to 22% better) than guessing
based on marginal distributions. In fact, it does almost as
well as regression models specifically trained to predict
these markers (only ˜5% worse), suggesting that model
inversion can be nearly as effective as learning in an
“ideal” setting. Lastly, the inverted model performs mea-
surably better for members of the training cohort than
others (yielding an increased 4% accuracy) indicating a
leak of information specifically about those patients.

Role of differential privacy. Differential privacy (DP)
is a popular framework for designing statistical release
mechanisms, and is often proposed as a solution to pri-
vacy concerns in medical settings [10, 12, 45, 47]. DP is
parameterized by a value ε (sometimes referred to as the

privacy budget), and a DP mechanism guarantees that the
likelihood of producing any particular output from an in-
put cannot vary by more than a factor of eε for “similar”
inputs differing in only one subject.

Following this definition in our setting, DP guaran-
tees protection against attempts to infer whether a subject
was included in the training set used to derive a machine
learning model. It does not explicitly aim to protect at-
tribute privacy, which is the target of our model inversion
attacks. However, others have motivated or designed DP
mechanisms with the goal of ensuring the privacy of pa-
tients’ diseases [15], features on users’ social network
profiles [33], and website visits in network traces [38]—
all of which relate to attribute privacy. Furthermore, re-
cent theoretical work [24] has shown that in some set-
tings, including certain applications of linear regression,
incorporating noise into query results preserves attribute
privacy. This led us to ask: can genomic privacy benefit
from the application of DP mechanisms in our setting?

To answer this question, we performed the first end-
to-end evaluation of DP in a medical application (Sec-
tion 5). We employ two recent algorithms on the IWPC
dataset: the functional mechanism of Zhang et al. [47]
for producing private linear regression models, and Vin-
terbo’s privacy-preserving projected histograms [44] for
producing differentially-private synthetic datasets, over
which regression models can be trained. These algo-
rithms represent the current state-of-the-art in DP mech-
anisms for their respective models, with performance re-
ported by the authors that exceeds previous DP mecha-
nisms designed for similar tasks.

On one end of our evaluation, we apply a model in-
verter to quantify the amount of information leaked about
patient genetic markers by ε-DP versions of the IWPC
model. On the other end, we quantify the impact of
ε on patient outcomes, performing simulated clinical
trials via techniques widely used in the medical litera-
ture [4, 14, 18, 19]. Our main results, a subset of which
are shown in Figure 1, show a clear trade-off between
patient outcomes and privacy:

• “Small ε”-DP protects genomic privacy: Even though
DP was not specifically designed to protect attribute
privacy, we found that for sufficiently small ε (≤ 1),
genetic markers cannot be accurately predicted (see the
line labeled “Disclosure, private LR” in Figure 1), and
there is no discernible difference between the model
inverter’s performance on the training and validation
sets. However, this effect quickly vanishes as ε in-
creases, where genotype is predicted with up to 58%
accuracy (0.76 AUCROC). This is significantly (22%)
better than the 36% accuracy one achieves without the
models, and not far below (5%) the “best possible” per-
formance of a non-private regression model trained to
predict the same genotype using IWPC data.
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Figure 1: Mortality risk (relative to current clinical practice)
for, and VKORC1 genotype disclosure risk of, ε-differentially
private linear regression (LR) used for warfarin dosing (over
five values of ε , curves are interpolated). Dashed lines corre-
spond to non-private linear regression.

Model inversion. We study the degree to which these
models leak sensitive information about patient geno-
type, which would pose a danger to genomic privacy. To
do so, we investigate model inversion attacks in which
an adversary, given a model trained to predict a specific
variable, uses it to make predictions of unintended (sensi-
tive) attributes used as input to the model (i.e., an attack
on the privacy of attributes). Such attacks seek to take
advantage of correlation between the target, unknown at-
tributes (in our case, demographic information) and the
model output (warfarin dosage). A priori it is unclear
whether a model contains enough exploitable informa-
tion about these correlations to mount an inversion at-
tack, and it is easy to come up with examples of models
for which attackers will not succeed.

We show, however, that warfarin models do pose a
privacy risk (Section 3). To do so, we provide a gen-
eral model inversion algorithm that is optimal in the
sense that it minimizes the attacker’s expected mispre-
diction rate given the available information. We find that
when one knows a target patient’s background and stable
dosage, their genetic markers are predicted with signifi-
cantly better accuracy (up to 22% better) than guessing
based on marginal distributions. In fact, it does almost as
well as regression models specifically trained to predict
these markers (only ˜5% worse), suggesting that model
inversion can be nearly as effective as learning in an
“ideal” setting. Lastly, the inverted model performs mea-
surably better for members of the training cohort than
others (yielding an increased 4% accuracy) indicating a
leak of information specifically about those patients.

Role of differential privacy. Differential privacy (DP)
is a popular framework for designing statistical release
mechanisms, and is often proposed as a solution to pri-
vacy concerns in medical settings [10, 12, 45, 47]. DP is
parameterized by a value ε (sometimes referred to as the

privacy budget), and a DP mechanism guarantees that the
likelihood of producing any particular output from an in-
put cannot vary by more than a factor of eε for “similar”
inputs differing in only one subject.

Following this definition in our setting, DP guaran-
tees protection against attempts to infer whether a subject
was included in the training set used to derive a machine
learning model. It does not explicitly aim to protect at-
tribute privacy, which is the target of our model inversion
attacks. However, others have motivated or designed DP
mechanisms with the goal of ensuring the privacy of pa-
tients’ diseases [15], features on users’ social network
profiles [33], and website visits in network traces [38]—
all of which relate to attribute privacy. Furthermore, re-
cent theoretical work [24] has shown that in some set-
tings, including certain applications of linear regression,
incorporating noise into query results preserves attribute
privacy. This led us to ask: can genomic privacy benefit
from the application of DP mechanisms in our setting?

To answer this question, we performed the first end-
to-end evaluation of DP in a medical application (Sec-
tion 5). We employ two recent algorithms on the IWPC
dataset: the functional mechanism of Zhang et al. [47]
for producing private linear regression models, and Vin-
terbo’s privacy-preserving projected histograms [44] for
producing differentially-private synthetic datasets, over
which regression models can be trained. These algo-
rithms represent the current state-of-the-art in DP mech-
anisms for their respective models, with performance re-
ported by the authors that exceeds previous DP mecha-
nisms designed for similar tasks.

On one end of our evaluation, we apply a model in-
verter to quantify the amount of information leaked about
patient genetic markers by ε-DP versions of the IWPC
model. On the other end, we quantify the impact of
ε on patient outcomes, performing simulated clinical
trials via techniques widely used in the medical litera-
ture [4, 14, 18, 19]. Our main results, a subset of which
are shown in Figure 1, show a clear trade-off between
patient outcomes and privacy:

• “Small ε”-DP protects genomic privacy: Even though
DP was not specifically designed to protect attribute
privacy, we found that for sufficiently small ε (≤ 1),
genetic markers cannot be accurately predicted (see the
line labeled “Disclosure, private LR” in Figure 1), and
there is no discernible difference between the model
inverter’s performance on the training and validation
sets. However, this effect quickly vanishes as ε in-
creases, where genotype is predicted with up to 58%
accuracy (0.76 AUCROC). This is significantly (22%)
better than the 36% accuracy one achieves without the
models, and not far below (5%) the “best possible” per-
formance of a non-private regression model trained to
predict the same genotype using IWPC data.
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Good privacy
protection, but
tends to kill
patients.

Good treatment
prediction, but
very poor
privacy
protection.

1 Fredrikson, M., Lantz, E., Jha, S., Lin, S., Page, D., & Ristenpart, T. (2014). Privacy in Pharmacogenetics: An End-to-End Case
Study of Personalized Warfarin Dosing. Proceedings of the ... USENIX Security Symposium. UNIX Security Symposium, 2014,
17–32. Retrieved from http://www.biostat.wisc.edu/ page/WarfarinUsenix2014.pdf
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CHALLENGES OF (INTERNATIONAL) SHARING

▶ Problem of national GDPR derogations and additional national
regulations

▶ Difficult to get Codes of Conduct under Art. 40 ready and
approved

e.g., 3 codes in preparation for cloud computing
e.g., 2 codes for medical data sharing (one organized by BBMRI-ERIC)
process takes years, unclear process in the beginning
EDPB slow to start

▶ Problem with status of full international organizations (e.g.,
EBI/EMBL which is global resource of bioinformatics DBs)

ERICs are much easier – defined jurisdiction of EU and hosting country.
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CRC-COHORT – EXAMPLE OF THE PROCESS
▶ 10,000 colorectal cancer cases spread over the Europe

BBMRI-ERIC is coordinator, host, and custodian
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CRC-COHORT – EXAMPLE OF THE PROCESS

▶ 10,000 colorectal cancer cases spread over the Europe
examples of delicate complexities

● Finnish national derogations and additional regulations prevent data to
leave Finland permanently (also influences dbSNP, EGA, and other major
European/global databases)

● Austrian implementation of derogations for research make data handling
very delicate – all accesses must be logged

● lack of cloud computing Code complicates storage and processing –
currently only national compliance (BBMRI-ERIC in AT, but storage in IT)

Czech implementation of GDPR is one of the least problematic
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IMI CONCEPTION – COLLECTING
PHARMACOKINETIC DATA FOR BREAST FEEDING

▶ Lead by Novartis and UMCU
▶ Building a quality-assured biobank of breast milk sample from the

whole Europe under BBMRI-ERIC auspice
▶ Interconnecting data resources form the whole Europe

EUROmediCAT, EUROmediSAFE, existing distributed pharmacokinetic
databases by pharma companies, …
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CONCLUSIONS
▶ Research data is a specific topic because of global nature of

science
▶ GDPR is actually positive step forward for research data sharing –

clarifies and harmonizes many things
performative nature of GDPR allows for good flexibility
gives good flexibility for research purposes, unless hampered by
national derogations and/or additional regulations

▶ Adoption and further development of common guidelines needed
approval of Art. 40 Codes needs to accelerate

▶ ERICs are a good framework for facilitating research data sharing
in Europe as demonstrated by CRC-Cohort developed by
BBMRI-ERIC
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THANK YOU! contact@bbmri-eric.eu

www.bbmri-eric.eu

@BBMRIERIC

BBMRI-ERIC
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